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Abstract
Spread of news and misinformation on social networks have been a topic of exten-
sive study in the recent years. There are concerns about the possibility of ongoing 
information operations, which has lead to studies on a wide scope including the 
truthfulness of content and the participation of social bots in the process. Studying 
how online entities of journalists is embedded in the Twitter network is crucial for 
understanding the core of this problem, since they hold a valuable broadcast plat-
form in informing the public. In this work, we collected over 290,000 accounts that 
self-identify as a journalist or a reporter and analyzed their professional and follower 
networks on the platform. Twitter follower composition of journalists reflect their 
potential audiences and who disseminates their messages further on the network. 
It is essential for a journalist to reach a broad, organic readership as opposed to a 
following of bots and bot-assisted accounts. We looked at the followers of journal-
ists for an analysis of the composition and evolution of their audiences, particularly 
looking out for social bot involvement. We found the trends for verified and non-
verified accounts to be opposite of each other; among verified accounts bot follower 
tend to target more popular ones, whereas unverified accounts have a higher frac-
tion of bot followers early on when they have fewer followers, possibly indicat-
ing attempts at boosting apparent popularity artificially. Outcomes of this research 
emphasize the importance of editorial oversight and that the prestige of journalists 
should not be confused with their apparent popularity online.
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Introduction

Widespread use of social media is bringing significant changes in many aspects of 
our daily lives, one of the most striking being the way we access information. In the 
Internet age, we have instant access to information from virtually anywhere in the 
world. Social media, in particular, makes it so much easier that we can hear about 
breaking news and most recent developments even before journalists had a chance to 
cover them  [1–4]. As the internet changes the way we communicate and exchange 
information, Twitter has taken the function of a microphone to the masses  [5–7].

Traditionally, journalists had an important role in curating, validating, and report-
ing important events around the world. Rise of the social media has been changing 
these traditional journalistic practices and public’s expectations from news agencies 
and reporters  [8]. The need for concise communication through micro-posts preva-
lent in social media platforms is effecting how ideas are now framed and presented 
by journalists  [9, 10]. Journalism as a whole is also changing into a service from a 
product, where journalists are starting to use tools like live-stream events, and work 
to disseminate the voices of their audiences  [8].

In addition to the news agencies increasing their adaptation to social media, jour-
nalists themselves are also improving their online presence   [11]. Efforts such as 
personal branding and audience engagement has become more significant for their 
careers   [12–14]; however, this may not necessarily lead to good journalistic prac-
tices. Therefore, analyzing how journalists engage with their audiences has para-
mount importance in understanding the impact of journalism in the age of social 
media. A recent Gallup survey found that only 40% of Americans trust mass media 
outlets to report news fully and accurately  [15].

Social media are demanding for our attention, and we can only select a limited 
number of accounts to follow and engage with  [16]. Our information reach is also 
subject to similar limitations, and we can only pay attention to a select few number 
of journalists and news sources. Criteria for this selection can follow certain heuris-
tics such as topical alignment, popularity, or perceived authority of an account. Twit-
ter addressed the problems related to fabrication of authority and impostor accounts 
by introducing “Verified” accounts in Summer 2009.1 Verification is mainly used 
to establish authenticity of the identities on Twitter, and verified accounts display a 
badge ( ) next to their names on the platform. An analysis by Triggertrap found that 
journalists, with their 25% fraction among all verified accounts, are the largest and 
the most active category  [17].

Researchers have reported that 9–15% of all accounts on Twitter are social bots   
[18], and they have been found to be used for infiltrating political discourse, manipu-
lating the stock market, stealing personal information, and spreading misinformation  
[19]. It is possible that some of these bots may be purchased from 3rd-party services 
to follow journalist accounts. One possible motivation behind such an action can be 
artificially boosting the popularity of an account catering to the selection biases of 

1 https ://help.twitt er.com/en/manag ing-your-accou nt/about -twitt er-verifi ed-accou nts.
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audiences, and apparent popularity in these cases do not imply trustworthiness in 
our information-rich world. An alternative explanation can be made from the per-
spective of a malicious actor that is trying to shape the perception of journalists on 
certain debates online and steering their attention towards misleading content.

In this work, we study social media with a focus on journalists. Personal brand-
ing and online popularity has been becoming increasingly important for journalists 
as their profession moves in the direction of becoming a service from a product, 
where its performative aspects are increasing in significance. This leads us to expect 
a heightened presence of social bots in the social networks of journalists. We aim to 
characterize this presence and detect distinct patterns, and present them as a precur-
sor to further research in this area. We also aim to characterize the effects of the per-
ceived authority and the “verified” badge program of Twitter, as social bot followers 
are one of the easiest ways to boost perceived authority and popularity online.

Contributions and outline

We present a detailed analysis of journalist accounts in the Twitter ecosystem. 
Considering their popularity and roles as authority figures, they are prime targets 
for information operations. Social bots, in particular, are commonly used for both 
increasing the apparent popularity of these accounts and attempting to direct their 
attention to take advantage of their central role on disseminating information online. 
In this paper, we make the following contributions:

• We identified journalist and reporter accounts on Twitter, collected information 
regarding to their user meta-data, how they present themselves online, and their 
social network structure.

• We analyzed followers of journalist accounts and studied the prevalence of social 
bots in their audiences. We identified distinct follower patterns, and present them 
with examples.

• We analyzed journalist accounts with Twitter “Verified” badges on their profiles, 
and how their audiences differ compared to their non-verified counterparts.

Data collection

Our analysis is based on data collected from Twitter. On this platform, users can 
provide free-text descriptions about themselves. This field is visible on the user pro-
file, and accounts can use hashtags to indicate their interests (#tech, #politics, etc.), 
mentions to link relevant accounts such as employers, schools they attended, or pro-
fessional organizations they are a part of (@nytimes, @columbiajourn, etc.), and 
URLs for linking external webpages. Examples of Twitter accounts together with 
their profile information including descriptions, friend and follower counts, and 
other user meta-data are displayed in Fig. 1.

Author's personal copy
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Identification of journalist accounts

The data set for our study got collected from a 10% random sample of all tweets 
streamed in real time, which was stored and post-processed after collection. We 
scanned the user meta-data in the collection of tweets for the period of 6 months 
between June and December 2018 to find the accounts that self-identify as jour-
nalists. Professional Twitter users often take advantage of the profile descrip-
tion field to share information on their interests, education history, and current 
employers. The practice of self-branding for journalists have been demonstrated 
for Australian journalists, where 95% of the accounts identified themselves as 
journalists and 90% of them provided their current employer  [13]. Based on this 
evidence, we used the set of keywords “reporter”, “journalist”, “executive pro-
ducer”, “columnist”, and “news editor” as a filter on profile descriptions, which 
lead to 294,500 unique accounts. We further narrowed the selection down to 
accounts that have at least 10 entries in our data set within the observation period.

Accounts in our sample use their profile descriptions often, and we observe 
that 44% use this field to share at least one mention, hashtag, or URL. In Fig. 1, 
we present the top-50 keywords used for mentioning journalists’ professional and 
personal interests, job titles, and links to their emails and websites. Some exam-
ples of sample profile cards can also be seen in this figure.

Spatial and language distributions

We analyzed the meta-data provided for each account to characterize the profiles 
of journalist accounts. We studied the language, location, and profile descriptions 
for our collection of accounts. Geographical distribution of journalists and their 
corresponding languages are presented in Fig. 2.

Fig. 1  Ranked list of top-50 frequent words in profile descriptions. Profile examples are selected among 
the most popular verified accounts
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We analyzed the accounts’ preferred languages in our samples. Not surpris-
ingly, we found that over 75% of the accounts were using English as their lan-
guage setting, followed by French, Spanish, and German.

On Twitter, location of accounts can be identified either by GPS coordinates pro-
vided in tweet meta-data or by user-defined profile details. Although GPS coordi-
nates provide high-resolution information on user mobility, the majority of the users 
do not share their location for privacy concerns. User-defined location information 
ranges from a resolution of city level details to just the country name. We collected 
the locations extracted from profile information and applied reverse geocoding using 
OpenStreetMap’s API for collecting details on the country level.2 Our collection of 
location information leads to 70,134 unique places, with 15.2% of accounts not pro-
viding any location information. There are 4508 unique locations that are referenced 
at least five times, which covers the 86.5% of all accounts. Remaining less frequent 
location names contain entries like “Somewhere and Anywhere” or “where the news 
goes” do not refer to actual places, and some journalists also like to share a link to 
their other online presences (email, website, social media) as their location. When 
all the valid location entries that were mentioned at least three times are considered, 
we observe that USA, India, and UK contribute to 27.6%, 7.8% and 7.2% of all the 
collected journalist accounts, respectively.

Fig. 2  Location information of journalists collected from profile meta-data through reverse geocoding. 
Size of the points are proportional to the number of accounts assigned to that specific locations. In the 
inset image, a histogram of user-defined languages are presented

2 https ://nomin atim.opens treet map.org/.
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Results

In this section, we are presenting our results for analyzing verified journalist 
accounts and their presence over time, co-mention networks of journalists and their 
apparent prestige on social media platforms, and the bot follower patterns of jour-
nalists with exemplar accounts highlighting distinct patterns of interest, where some 
of them exhibit concerning behavior.

Verified journalist accounts

In our analysis, we are especially interested in studying the “Verified” accounts, 
since they have to make an application and satisfy certain community standards to 
obtain this status. Twitter awards blue verified badges ( ) to let users know that the 
accounts for people of public interest are authentic. Although Twitter notes that veri-
fying an account is not an endorsement, verified accounts are still seen as important 
in public’s perspective.

We scanned our collection of journalist accounts to identify verified accounts 
using the meta-data and found almost 23,000 verified accounts in our data set. Since 
our analysis focuses on characterizing journalist accounts and their audiences, we 

Fig. 3  Number of self-identified journalist accounts observed in our data set based on their year of crea-
tion. Using profile meta-data, verified accounts are highlighted and percentages of verified accounts are 
reported on top
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analyzed verified accounts separately to compare them with the non-verified jour-
nalist accounts. Comparison based on verification status provides opportunities 
to interpret the effects of external confirmation on authenticity and prestige of the 
accounts.

Veracity of the verified accounts are of interest when journalists start engag-
ing with the social media platforms regularly. In Fig.  3, we present the number 
of accounts created each year that self-identify as journalists since 2006. Just the 
enrollment from year 2009 covers over 20% of our entire data set, and there is a con-
sistent yearly increase at the rate of 20,000 or more accounts after that point.

An interesting observation of the growing journalism ecosystem on Twitter is 
the contradictory trend of the number of verified accounts. The fraction of verified 
accounts monotonically decreases from 37 to 0.3%, over 100 fold, starting from 
2006. There may be multiple explanations for this observation: (i) more prestigious 
journalists of public interest verifying their accounts earlier; (ii) Twitter applying 
stricter rules when granting verified badges; (iii) increasing numbers of low-quality 
accounts presenting themselves as journalists. Considering the increase in account 
creation since 2016, we might suggest an increase in the low-quality journalism 
accounts. In addition to this observation, we also observe an increase in creation 
of new journalist accounts, where we should expect that most journalists to have 
already created their accounts.

Journalist profile co-mentions

Journalists in our data set frequently use the profile description field to link their 
work and education information by mentioning Twitter accounts of those organiza-
tions. We built a network of co-mentions using this profile information, as presented 
in Fig. 4.

Fig. 4  Co-occurrence network of mentioned Twitter accounts in the journalist profile descriptions (left). 
Only items observed more than five times are kept in the network. ForceAtlas2 layout and Louvain mod-
ularity method for community detection is used for visualization. Bipartite network of news institutions 
and schools for accounts with English language settings (right). Edge thickness and colors reflect the co-
occurrence between two institutions, and nodes with degrees under 10 are hidden

Author's personal copy
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The co-mention network reveals communities that are relevant both geographi-
cally and contextually. We observe a distinct French community (yellow) sepa-
rated from the other English speaking clusters. Organizations in the US can be dis-
tinguished as mainly news organizations like @washingtonpost, @cnn, etc. in the 
green cluster and the purple cluster contains most of the top journalism schools. 
Geographically, we can see British (blue), Canadian (red), and Indian (orange) com-
munities as well.

We can identify organizations that exhibit higher importance, or prestige, in this 
co-occurrence network. For instance, @columbiajourn, @nytimes, and @guardian 
ranked at the top based on their eigenvector centrality in this network. We introduce 
a definition for the apparent online prestige of a journalist as the highest central-
ity out of the accounts mentioned in their profiles. Using this definition of journal-
ist prestige based on associated organizations, we compute the Gini coefficient and 
Lorenz curves to quantify the uniformity, or equality, of the distribution of prestige 
among journalists. Gini coefficient is commonly used to measure social inequalities 
and values close to zero indicate a perfect equality, while values larger than 0.5 point 
to increasing inequality.

Verified accounts are found to have a more uniform prestige distribution in the 
co-mention network, while non-verified accounts exhibit higher levels of inequal-
ity, as shown in Fig. 5. The Gini coefficients for verified and non-verified journalist 
accounts are computed as 0.75 and 0.66, respectively. We observed lower levels of 
inequality in the verified group, and found them to be twice as likely to be associ-
ated with the top-5 venues (4.3% compared to 2% for the population) in terms of 
co-mention network centrality. Result of this analysis were consistent when repeated 
using pagerank and degree centrality as well.

We can also investigate the relationship between the schools journalists have 
graduated from and their workplaces, as shown in Fig. 4. This network highlights 
the significant institutions on the online journalism landscape on Twitter. Columbia 

Fig. 5  Lorenz curve for quanti-
fying inequalities for journalist 
accounts with different verifica-
tion statuses. The node with the 
highest eigenvector centrality 
that was mentioned in the profile 
description is used to compute 
the Gini coefficient
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Journalism School (@columbiajourn) is one of the oldest journalism schools in the 
world, and the first one to offer a graduate program in the United States. Its strong 
influence over this landscape is evident, where it is strongly tied with a large number 
of significant news institutions, followed by Medill School of Journalism at Nort-
western University (@medillschool), Walter Cronkite School of Journalism and 
Mass Communication at Arizona State University (@cronkiteasu), and ESJ Lille 
in France (@esjlille). We would like to point out that a small number of schools 
appear to have a strong impact on a large number of news institutions with signifi-
cant Twitter presences, which may in turn help their graduates appear more prestig-
ious online.

Measuring bot followers of journalists

Journalists hold an important position for information dissemination on Twitter. In 
addition to publishing in their regular venues, they are also expected to engage in 
online conversations and share their thoughts on current issues. Their authority puts 
them in a central position in the social network. Most journalists in our data set have 
over 1000 followers and the most popular one reaches an audience of over 5 mil-
lion. Considering their authority and centrality in the network, journalist accounts 
are ideal targets for information operations seeking to deceive the public and spread 
misinformation. Once their attention is captured by malicious entities to retweet 
a post or reply to their content, journalists’ actions are broadcast to their entire 
audiences.

We employed a publicly available social bot detection tool called Botometer3 for 
detecting bot followers of accounts to characterize their follower compositions. Bot-
ometer is a supervised machine learning system that utilizes over a thousand fea-
tures extracted from user and content meta-data to estimate the likelihood that the 
account is automated [18, 20]. On accuracy and performance of Botometer, it is 
reported to have an AUC score of 0.95 and the performance of the method have also 
been verified by third-party research studies, most recently by a study conducted by 
Pew research center reporting a precision of 0.82 and a recall of 0.86 on detecting 
bots in their sample [21].

Due to Twitter’s API rate limits, collecting the information required by Botom-
eter API for every account following the self-identified journalist accounts in our 
sample is not practical. To carry out the analysis in this section, we sampled 1000 
accounts from our collection at random and collected their entire friends and follow-
ers through the Twitter API. We recorded the information of followers ranked by the 
recency of their following. We then collected the bot scores of a random sample of 
up to 1000 followers and analyzed the scores estimated for these followers to charac-
terize the audiences of the journalist accounts.

Popularity and productivity of an account are closely related to how long they 
have been on Twitter. Recent accounts tend to have fewer followers, but if they are 

3 http://botom eter.iuni.iu.edu.
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already well known through other platforms, they can gain a significant number of 
followers quickly. Similarly, more established accounts might have a more loyal 
audience and their follower numbers might be more stable, or grow more gradually. 
Keeping the account age in mind, we analyzed the fraction of bot followers condi-
tioned on the account creation date, as shown in Fig. 6.

We observe that the fraction of bot followers is lower for the newer verified 
accounts, while non-verified accounts are having an increasing trend of bot fol-
lowers as they get younger. In this comparison of 10 years, the largest difference 
between the followers of verified and non-verified accounts is observed after 2016. 
We also observe a bi-modal distribution for non-verified accounts, indicating that 
the number of low-quality journalism accounts with high fractions of bot followers 
have been increasing in the recent years.

Figure 7 shows an analysis of bot followers for verified and non-verified journal-
ist accounts. Verified accounts tend to have more followers overall as expected, and 
we observe a distinct difference between these groups in the number of bot follow-
ers. Non-verified accounts have higher fractions of bots in their audiences compared 
to verified accounts, and their bot follower fractions reach more extreme values.

We analyzed the relationship between the fraction of bot followers and the num-
ber of followers to investigate whether popular accounts attract more bot followers. 
Figure 7 shows this relationship, estimated separately for the two groups based on 
their verification statuses. We observe contradicting patterns in this figure: veri-
fied accounts attract more bot followers as they get more popular; however, non-
verified accounts have a higher fraction of bot followers when they are less popular. 

Fig. 6  Journalists grouped by their account creation year and their fraction of bot followers, compared by 
their verification status
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We suspect that bots are targeting verified accounts to capture their attention and 
have them disseminate their messages, while non-verified journalist accounts might 
be employing social bots to increase their apparent popularity online. We provide a 
more detailed analysis of patterns we observed through individual journalists in the 
following section.

Bot follower analysis for exemplar accounts

We can explore follower patterns of individual accounts further by analyzing the 
temporal information of the time of creation for following accounts. An analysis 
conducted by NYTimes, The Follower Factory, monitors such patterns to highlight 
suspicious follower growth.4 This analysis reveals a market for fake followers and 
automated audience growth for celebrity accounts. We extend their analysis by intro-
ducing bot scores of randomly sampled followers and analyzing the temporal trends 

Fig. 7  Fraction of bot followers for verified and non-verified journalist accounts. Trends between bot 
fraction and follower count for the two groups are contradictory (left). Distribution of bot fraction have 
lower variance and average score for verified accounts (right)

4 https ://www.nytim es.com/inter activ e/2018/01/27/techn ology /socia l-media -bots.html.
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of these bot scores. This analysis, supported by the predicted bot scores for each 
follower, provides insightful observations on different patterns of bot engagement.

We present profile details and bot follower analysis results for eight different 
accounts in Fig. 8, six of which are verified accounts. Concerned with the privacy of 
these journalist accounts, we blurred their profile pictures, names, and profile details. 
We will refer to these accounts with their labels in the figure; such as Account-A.

We chose two popular journalist accounts at the top row to introduce desirable 
patterns of followers. Both of these accounts exhibit low fractions of bot follow-
ers and high numbers of total followers. Account-A has 94.7k followers and 
only 13.7% of which are likely to be bots. The other authentic journalist account, 
Account-B, has almost 20k followers, where 21.2% of them exhibit bot behavior. 
Examples presented here are some of the lowest bot fractions observed among popu-
lar accounts. We present accounts with more anomalous results below.

One of the most suspicious patterns is observed for Account-C, having 
71.2% of their followers exhibiting bot behavior and a very uniform pattern of bot 

Fig. 8  Analysis of bot followers for exemplar accounts. A random sample of 1000 followers are dis-
played (colors indicate bot scores) based on their account creation date and rank in following the 
account. Dashed black line in the top panel indicates account creation date for the journalist. Average bot 
score within a sliding window is shown in bottom panel to capture the temporal evolution of bot scores
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followers. The first 30,000 followers of this account exhibits high bot scores and 
they were all created in late 2017. Considering the journalist’s account was created 
in January 2016, having nearly the first 50% of all followers in the first year of the 
accounts 3 year history is far from normal.

Another pattern frequently observed among journalist accounts is a couple thou-
sand bot followers following these accounts early in their careers, and mostly around 
certain milestones such as reaching the first thousand or so followers. An example 
of such a pattern is observed for Account-D. Despite their mostly human audi-
ence (17.5% bot), their profile points to high volumes of bot engagement between 
their ten and fifteen thousandth followers. While it is not possible to be certain, this 
observation points to a purchase of bot followers from a third-party service, or con-
versely, an effort to create an orchestrated attack towards the account owner and/or 
their network.

We observed anomalous patterns more frequently for non-verified accounts. 
Two examples of such accounts are presented in the third row of Fig. 8. Both these 
accounts are owned by journalists that have relatively small numbers of followers. 
We observed that the first ∼ 3000 followers of Account-E, a video gaming TV 
presenter, have very high bot scores and all 3000 (60% of all followers) of them 
started following the account within a short time frame in 2012. An example of late-
term bot engagement is observed for the account Account-F. They gain more than 
half of their followers in 2014, and most of these follower exhibit bot behavior and 
were created in 2013. Despite having an organic growth early on, they later gain 
mostly bot followers increasing their fraction of bot followers to 57.8%.

We have also observed popular accounts with large fractions of bot followers 
such as Account-G and Account-H, alongside the accounts with suspicious 
temporal patterns. These users are attracting bot accounts that were created recently, 
and they tend to have very few aged bot accounts following them. We suspect that 
bot accounts follow them during the account creation process. Twitter requires users 
to follow at least 5 account when they are creating their Twitter accounts. These 
popular accounts might be the ones that are suggested by Twitter to those who are 
creating new accounts for bot farms. We noticed that the Account-H became more 
attractive to bot accounts when it reached 100,000 followers and suspect that might 
align with the time Twitter might start recommending their account.

Since it is practically impossible for researchers to trace the source of these bot 
followers and who orchestrated them to follow these sample accounts, we choose 
to avoid speculation and accusations, and use the accounts presented here merely 
to illustrate certain patterns of interest. We can, however, discuss the implications 
of the heavy involvement of bots with journalist accounts. First, and the most read-
ily obvious observation is that bot followers are purchased to boost the apparent 
popularity of accounts on social media platforms. Malicious actors with access to 
large numbers of bots can also orchestrate them to influence and capture the atten-
tion of journalists. Their attention can be captured by manufacturing public interest 
around certain topics, while mentioning and engaging with the journalists. A more 
passive way to possibly influence entire careers of journalists is using large bot net-
works to provide shaped feedback to them through “engagement metrics”, followers, 
retweets, mentions, click rate, etc., that are used to measure success on social media 
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platforms and often closely monitored by account holders or managers. Journalists 
can be presented with positive feedback through increased engagement when they 
are working, and tweeting, on desirable topics and they can be similarly discouraged 
from focusing on undesirable topics. This can have a particularly significant effect 
on journalists early in their careers, or new on social media platforms, who may 
be willing to form their professional interests to optimize their engagement metrics 
and create their own niche audiences so that they can stand out in a saturated news 
environment.

Related work

Since its inception in 2006, Twitter has been a proxy to monitor the most signifi-
cant events in the world. Social media has been used for political mobilization and 
information dissemination during events such as Arab Spring, Gezi movement, and 
occupy wall street  [22–25]. The nature of social media makes it an ideal platform 
to search for breaking news and makes it possible to access information before tradi-
tional media can even mention it.

Journalism is one of the industries going through a significant transformation due 
to the advent of social media. While news agencies found early Twitter to be a useful 
advertisement tool [26], later social media transformed how journalists communi-
cate the breaking news with their audiences [1–3].

Recent literature addresses the challenges of identifying different professions on 
Twitter, including journalists and reporters [27]. Once identified, further research 
has been on investigating what they post online and how they engage with their 
audiences [28–31].

Journalists have been acting as the gatekeepers of the means of information dis-
semination to the public, and the advent of social media have shifted these power 
dynamics. Researchers have been studying the effects of Twitter on journalistic 
practices. Lee et al. present that Korean journalists are less likely to share their opin-
ions on Twitter about controversial issues when they expect a discrepancy between 
their opinions and the opinions of their Twitter audiences [32]. This example of the 
“spiral of silence” has been a common concern, and other researchers have been 
studying how online platforms impact traditional journalistic norms, such as objec-
tivity and gatekeeping [33, 34].

Lasorsa et al. analyzed over 22,000 tweets, and found that journalists express their 
opinions more freely and engage with their followers more when they are working 
for more “prestigious” news agencies [35]. Competition among journalists for online 
popularity is encouraging them to develop personal brands and a significant online 
presence. Journalistic profession has been transforming into a performance, where 
engaging with the audience and conveying messages in an original way is starting to 
become more important for increasing the journalists’ “market value” [12]. Hanusch 
et al. analyzed over 4000 Australian journalists and found that journalists self-iden-
tify primarily through their professional characteristics, yet a significant fraction 
also provides personal details [13]. Our analysis of the most frequent keywords used 
in the profile descriptions aligns with this observation. Our analysis also points to 
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the use of mentions to share employer and education information as a very succinct 
version of their resume. Molyneux et al. indicate that the personal and institutional 
branding are common for establishing authenticity, and the professional decorum is 
common for establishing credibility [14].

Pressure for authenticity and breaking the news first is affecting how journalists 
are practicing their jobs and their consideration of ethical issues. Recent research 
investigates how external mechanisms such as popularity of the content and journal-
ist accounts indirectly pose editorial biases on their work. Jürgens et  al. analyzed 
the dissemination of political information during 2009 German general election 
and found that a small fraction of accounts held critical gatekeeping positions for 
information dissemination, and they tended to filter the information based on their 
own political bias [36]. Similarly, expectations about practices of “good journalism” 
demands engagement between the audience and the journalists, and higher personal 
interaction with journalists leads to lower levels of perceived bias [37]. Rogstad 
et al. identify five distinct classes of journalists using cluster analysis—the skeptics, 
the networkers, the two-faced, the opiners and the sparks—based on their behavior 
online [38].

Automating content dissemination became a common practice on most ven-
ues; however, there have been efforts to automate content creation as well [39, 40]. 
Computational journalism aims to help journalists create engaging content more 
efficiently and apply automation to generate data-driven narratives algorithmically. 
Researchers have been raising concerns on automated content generation and its 
consequences on credit allocation, legal liabilities, and algorithmic biases [41, 42].

A recent Pew research center report found that one third of adults and a much 
larger fraction of young population use social media to access news [43]. Nowadays, 
most prestigious newspapers have a social media presence and Twitter is one of the 
leading platforms for disseminating news online [44].

Platforms like Twitter foster content production and dissemination. Automation 
seems like an innocent way of spreading news periodically by reducing the manual 
effort in online journalism [45]. However, we have been starting to understand how 
automation can also be weaponized to manipulate public discourse and electoral 
systems [19, 46, 47].

Conclusion

In this work, we systematically identified journalist accounts on Twitter and col-
lected information regarding their profiles and audiences. Our analysis investigates 
how journalist accounts present themselves online and shows results in agreement 
with the literature that states journalists’ self-branding efforts have become more 
prominent recently.

The popularity game between journalist accounts have become crucial in gaining 
authority and credibility. Journalist are the largest group in terms of having veri-
fied profiles [17] and yet we still observed that the fraction of verified journalists 
have been decreasing significantly over time. In the past 10 years, the fraction of 
accounts that received verified status badges from Twitter has reduced 100-fold. We 
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would also like to note that Twitter has suspended general applications for the veri-
fied account program since November 2017.5 Twitter is no longer assigning verified 
badges to new requests, but they are keeping the existing ones.

Our analysis points to significant differences between verified and non-verified 
journalist accounts in terms of their audiences and popularity. We found that frac-
tion of bot followers increase as follower counts of verified accounts grow; how-
ever, non-verified accounts are observed to have larger fractions of bots when they 
are less popular. Similarly, perplexing patterns are observed as when we looked at 
accounts based on their creation date. Recent verified accounts tend to have signifi-
cantly smaller bot followings compared to non-verified accounts, and this discrep-
ancy between groups increases over time. These results point to positive implica-
tions of the verification process.

Considering the significant role of journalists on social media, malicious entities 
might target them to manipulate them into sharing unsubstantiated information by 
employing social bots to create an illusion of popularity. Examples of such targeting 
strategies have been observed during the 2016 US presidential election [47]. His-
torically, authoritarian figures have been used to manipulate the public opinion, and 
nowadays social media enables such information operations to be automated and 
made in a larger scale [48]. When we analyzed individual journalist accounts, we 
also found concerning patterns that might indicate purchase of social bots to boost 
apparent popularity on social media. It is also important to note that non-verified 
accounts tend to have larger numbers of bot followers, and they tend to be associated 
with lower prestige organizations.

In recent years, increase in automation and misuse of online networks have cre-
ated new issues such as online information operations and targeted campaigns [46, 
49]. Prevalence and impact of misinformation and fake news have attracted the 
attention of researchers [47, 50]. Such environments also require journalists to be 
more alert about the truthfulness of their sources [51]. Despite the importance of 
fact-checking, studies by Coddington et al. and Brandtzaeg et al. suggest that jour-
nalists and commentators tend to share more opinionated content on social media, 
and they are not familiar with the fact-checking and verification services [52, 53].

Social bots are a major tool for disseminating misinformation or disrupting online 
conversations [19, 54]. A survey conducted by Pew research center highlights inter-
esting findings on the public perception about social bots: (i) two-thirds of Ameri-
cans have heard about social bots, but only 40% is confident that they can identify 
social bots; (ii) over 80% of the respondents believe that some of the news in social 
media comes from bots; and (iii) more knowledgeable individuals are less likely to 
accept the use of social bots, especially by celebrities, political parties, and news 
organizations [55].

Considering the impact of social bots and the concerns among the social 
media users, it is crucial to set high standards for online journalism and 
exhibit caution about information obtained online. Platforms like Hoaxy6 and  

6 https ://hoaxy .iuni.iu.edu/.
5 https ://twitt er.com/Twitt erSup port/statu s/93092 62255 17719 552.
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OSoMe7 help researchers, journalists, and public to track, monitor, and analyze 
the spread of claims [56, 57]. In addition to developing systems that can help 
journalists and the public, it is also essential to be pro-active in the fight against 
the misuse of social media and reclaim these online platforms from automation 
[54].

From a broader perspective, we can start a discussion of the implications of 
journalists purchasing social bot followers, and what that means for journalism in 
general. Are journalists willing to boost their online popularity artificially? Is their 
selection of subject matters getting influenced by a pursuit of further online fame 
or engagement? How is the performance aspect of online journalism affecting their 
journalistic practices? These are all valuable questions as the transition of journalists 
from traditional to online media is still in progress. Twitter’s verification program 
appears to serve as a good proxy for separating journalists based on their prestige 
and the involvement of bots in their audiences. However, what it means for readers 
when a journalist has a verified badge is still not clear. We would like to end our 
study on a positive note—in an open system like Twitter, researchers and public get 
to have a significant role in self-regulation and can be pro-active to exclude mali-
cious actors from the system, and we have been observing increasing efforts in this 
direction.
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